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Learning to Control
Fall 2021-2022

Instructor: Anatoly Khina, 03-640-7195, anatolyk@tauex.tau.ac.il
Time: Wednesday, 4-6 PM.

Method: Hybrid in-person/online lectures. Zoom.
e (Classroom: 008 EE-Classrooms.
o All lectures will be recorded and made available online.

Prerequisite: Introduction to Modern Linear Control.

Grading policy: homework assignments (15%), student lecture (40%), final project
(35%), active participation in class (10%).

Course Objectives: Adaptive control and system identification are well established
fields within the discipline of control theory. Recent developments in learning theory
provide new view and tools for the study and treatment of these fields. In this course,
we will start by presenting the classical problem of control, review fundamental classical
control methods when the system is known, as well as for the adaptive control and system
identification setups. We will then study data-driven methods from learning theory that
aim to minimize the regret. This is a mathematically-oriented course.

Tentative Course Topics: This is an advanced graduate-level course seminar. The
following is a list of possible topics that will be covered during this course.

e Introduction: The control problem, adaptive control, machine learning control.

Modern linear control theory recap: Kalman filter, linear quadratic regulator
(LQR), linear quadratic Gaussian (LQG) control, Hy vs. Hy, control.

System identification: Classical techniques for parameter learning.

LQR coefficient learning: Adaptive/online LQR setting with unknown (A, B)
matrices.


anatolyk@tauex.tau.ac.il
https://us02web.zoom.us/j/81779248148?pwd=TExuWVFNNDdQa0VLNXAwR29ETE1EZz09

e Non-stochastic control: Adversarial disturbances.

e Causal-regret optimal control: Minimizing the MMSE /control cost compared
to a non-causal estimator/controller.

e Different costs: convex costs, logarithmic costs, etc.
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